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Abstract

Computervision is a broad-basedield of computersciencethat requiresstudentgo understand
andintegrateknowledgefrom numerouglisciplines.ComputersciencdCS] majors,however,do
not necessariljhavean interdisciplinarybackgroundln the rushto integrate we canforget, or
fail to planfor the fact that our studentamay not possess broadundergraduateducation.To
explorethe appropriatenessf our educationmaterials,this paperbeginswith a discussionof
whatwe canexpectCS majorsto know andhow we canusethatknowledgeto makea computer
vision coursea moreenrichingexperienceThe paperthenprovidesa review of a numberof the
currentlyavailablecomputervision textbooks.Thesetextsdiffer significantlyin their coverage,
scope, approach,and audience.This comparativereview shows that, while there are an
increasingnumber of good textbooks available, there is still a need for new educational
materials.In particular,the field would benefitfrom both an undergraduateomputervision text
aimedat computerscientistsandfrom a text with a strongerfocuson color computervision and
its applications.
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1 Intr oduction

Computervision, the study of enabling computersto understandimages,is a broad-based,
interdisciplinary,andappliedfield in computersciencelt bringstogethemathematicselectrical
engineering,signal processing,optics, physics, psychophysicsand computationaltheory and
algorithms.As such,it is an excellentlearningtool for teachingundergraduate® integrateand
usetheir acquiredknowledge.It meldstheir educationalexperiencento a single exciting and
motivating application.

Unfortunately,all too often we get blank looks whenwe starttalking aboutNyquist'stheorem,
Fresnelreflection, or singularvalue decompositiofSVD]. We're happyto haveengineerdake
computervision becausewe don't have to explain Fourier transforms.We're happy to get
physicistsin our classedbecause¢heyunderstanepticsandEM theory;andwe'rehappyto have
mathematiciansake computervision becausehey know aboutSVD and set theory. We, the
professorshavehadto masterthesediversetopics as part of our graduateeducation What we

canforgetis thatthe averagecomputersciencemajoris not a physicist,nor a mathematiciannpor
an electricalengineerln fact, they may not havehadany significantacademicexperiencewith

these specialized topics.
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Instead,we canexpectcomputerscientiststo be good at algorithmic conceptsdatastructures,

file formats,andlogically convertinga setof directionsinto code.We canexpectthemto havea
calculus level of mathematicalsophistication,and we can rely somewhaton a culture of
experimentationln orderto successfullyteachthe multidisciplinary scienceof computervision

to computer scientists, we must understand and take advantage of these skills and attributes.

It seems,however,that the computervision community has gearedmuch of its educational
materialstowards an audienceother than undergraduatecomputerscientists.This group of
studentgdeserves secondook asthey form a coreaudiencan undergraduateomputervision
educationln particular,the explosionof digital imageryon theworld-widewebandthe presence
of ubiquitousimage manipulationsoftware meansthat computerscientistshave a new-found
interestin computervision. Furthermore as computervision increasinglymixeswith computer
graphics,human-computemterfaces networking,operatingsystemsand architecturejt is our
CS students who will possess the other half of the interdisciplinary equation.

This paper exploressome of the issuesraised when teachingcomputervision to computer
scientists.The broadissuegaisedin this paperhowever,apply equallywell to otherdisciplines,
asno singledisciplinecontainsall of the fundamentatools of computervision. Section2 begins
with observations about the relative strengths and weaknessesof computer science
undergraduatewith respectto traditionaltopicsin computervision. This sectionalso suggests
how to presentconceptsin a mannerthat takesadvantageof the knowledgethat CS majors

possessGiventhis baseof knowledge Section3 looks at sometopicsa computervision course
for CS majors needsto addressto enable them to gain a strong understandingof the

fundamentalsof computervision. Finally, Section4 is a review of a number of currently

availabletextbookswith a focus on their intendedaudience their level and scope,and their

methodof presentationThe concludingsectionties thesethreadstogetherand suggestavhere

improvements in educational materials are still needed in the field of computer vision.

2 Using CS Students' Knw/ledge

Whenpresentingopicsin computervision, or any otherfield, we benefitgreatlyasinstructorsif

we take advantageof students'existing knowledgeand abilities. We should not presentthe
Fourier transformto a group of CS majorsin the sameway we presentit to an electrical
engineeringEE] course.Limitations on time meanwe cannotdeal with subtletiesor tangents,
and CS studentgdon'thavea semestenf linear systemsanalysisbehindthem. The latter fact is

an important advantagefor EE studentsbecauset allows themto place Fourier theory in a

contextwith othersystemanalysistools.How then,do we presenfouriertransformsandsimilar

topics to CS majors without losing them in a stream of words and symbols?

It turnsout thatthis problemis not uniqueto computervision. Speechrecognition,for example,
presentssimilar challengesto CS studentsas it dependsheavily on signal processingand
statistical modeling methods.Computer graphics can also be a challengesince it requires
studentdo uselinearalgebrafor transformationssamplingtheoryandfiltering for anti-aliasing,
and physics and electro-magnetic [EM] theory for realistic illumination models.

A systemati@nalysisbeginsby looking at the topicswe canexpectthe averaggunior CS major
knows well enoughthat we canrely on previousinstruction. This analysisis basedupon an
accreditedB.S. degreein computerscience put will be differentfor differentschools.A list of
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coursesa typical junior CS major will have completedinclude Data Structures,Computer
Architecture, Computer Organization (Assembly), an introductory programmingseries, and
possiblya secondprogramminglanguage By this time they may also have taken one or two

computerscienceelectivessuchas operatingsystemsand automatatheory,dependinguponthe
structureof prerequisitesand required courses.Basedon this curricular background,we can
expectthemto havea working knowledgeof datastructurespossesseasonablgrogramming
skills, be able to createand manipulatemulti-dimensionalarrays,work with code libraries &

packagesand be able to follow discussionf low-level computerarchitectureand computer
system components.

The nextcategoryof skills arethosewe canhopefor, but which not all studentsn a givenclass
will necessarilypossesd-or example seniorandadvancedunior CSmajorswill haveadditional
mathematiczoursedike Multivariable Calculusor Linear Algebra.In addition, somestudents
may have taken computergraphics,VLSI design, Neural Networks, Al, or Expert Systems.
Thesecourseswill give thema strongerbackgroundn appliedmath, 3D transformationslow-

level hardware, and connectionist and symbolic reasoning.

There are many topics in computervision, however,that do not arisein a CS curriculum.
Examples of these topics include: Fourier transforms (filtering), convolution (filtering),
guaternions(calibration), set theory (2D operators),moments(feature extraction), Karhunen-
Loeve transforms(patternmatching),and physicalillumination models(physics-basedision).
As notedin parentheseghesetopicsrelateto fundamentalreasof computervision. It is also
interestingto note that these topics, in particular filtering, feature extraction, and pattern
matching,are commonly the first topics coveredin a computervision course.Thus, we are
askingour CS studentgo immediatelystepinto the topicsthat are furthestremovedfrom their
background.

Thereare, at least,three coursesof actionwe cantake asinstructors.First, we could radically
changethe order of presentatiorso that we easestudentsinto the more difficult topics. For
example,we could focusthe courseon objectrecognition,introducingotherareasof computer
vision asneededo supportthis task. Secondwe canchangeour methodof presentatiorio take
advantag®f the skills CS studentpossesdn my opinionthefirst suggestiorcontainsmeritand
should be consideredwithin the computervision educationcommunity. However, there are
currentlyno educationamaterialssupportingsucha movesoit is left for future discussionThe
secondcourseof action, which does not exclude the first, can immediately impact student
learning using current materials.

A third courseof actionwe couldtakeasinstructorsis to requiremorecoursesasa prerequisite
for a computervision course(i.e. linear systemsanalysis,basic physics,image processing).
However,this optionwill reduceaccesgo the courseat a time of growing interestanddemand.
It may also be overkill to require CS studentsto take a linear systemsanalysiscoursebefore

taking computervision, wherethey usethatknowledgefor oneor two weeksout of fifteen. The

first two options,which tailor the CV courseto the studentaudiencegnsurethat thosestudents
who are interested can both get into the course and get something out of it.

Basedon experienceandthe previousanalysisof CS students’backgroundsthe following are
observations about techniques that seem to work or that certainly don't work.

First, equationout of contextdon'twork exceptfor a selectfew studentsSimpleformulas,like
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the thin lens law,

(1)

=l

1,1
Zin Zout
can be demonstratedgeometrically in class and reinforced on homework or quizzes.
Convolution,however,is more difficult to presentasan equationsinceit representsa process.
Beyondconvolution,the continuousFouriertransformequationexplainsa transformatiorof an

infinite signalonto aninfinite basisspace.The equationis often the first thing we presentand
yet to CS studenisandj are loop variables.

What doesseemto work is to havestudentsusethe equationsn a computationakontext. This
givesthema senseof the processandpurposerepresentetby the equationsStudentsn boththe
vision andspeeclcoursegeadily understoodconvolutionafterimplementinga simple Gaussian
filter. In fact, severalstudentspn their own initiative, wrote generalconvolutionalgorithms.For
the Fourier transform, having studentsuse pre-written code moduleson well-choseninputs
allowedthemto intuitively graspthe function of the transform.Thus, it is importantfor students
to either implementthe equationsas part of a guided exerciseor use them as prepackaged
modules.

This observatiorleadsto the following: presentconceptsasalgorithmically aspossibleto CS
majors. Convolutionis a prime exampleof a processthat can be representecs a continuous
equationusingintegrals,a discreteequationusingsummationspr asan algorithm. Of the three
representationsCS majors seemto find the latter the most understandabldf you give a CS
majortheintegralversion,he or shewill find it difficult to usethatknowledgeon anassignment
or exam.On the otherhand,if you presenttonvolutionasa procesf placingtheinvertedfilter
on the image, multiplying the overlappingelementsand summingthe resultingvalues,students
arequite goodat turning thatinto a program.Oncethey havedonethis, thenit is appropriateo
introduce the other versions of convolution to connect them with the mathematical
representations of their code.

The presentatiorof morphologicaloperatorss a secondareawhere presentingalgorithmsfirst
could improve instruction quality and student understandingWhen covering dilation, for
example the presentatiortypically beginswith a statementike the following from Haralick &
Shapiro [4].

AOB = {cOE"|c=a+b for someal Aandb 0 B} )

Erosion,thickening,thinning, opening,closing,andothermorphologicaloperatorsare presented
in a similar mannerWhile it is certainlypossiblefor a studentto sit downandwork throughthe
notation,think in termsof sets,andthenunderstana few examplesanalgorithmicpresentation
will draw more strongly on CS students’ strengths.

The sameconceptfor example canbe presentecstaking two binaryimages,onetheimageto
be dilated (A), the other the dilation operatoror structuring element(B), and moving the
structuringelementover the underlyingimage in a specific manner.To executedilation, for
examplewe placethe origin of the dilation operatorat each*on” pixel in imageA andthentake
the logical OR of overlappingpixels. The resultingimage is the dilation of A by B. If the
instructorthengoeson andpresentghe settheoryrepresentationf this operator the studenthas
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an intuitive graspof the operator'smeaningand can more easily understandhe relationship
between the action on the image and the mathematical relationship defined above in (2).

The key point is that the instructorshouldnot automaticallypresentthe continuousversion (or

settheoreticalversion),followed by the discreteversion,followed by the algorithm.If a student
doesn’tunderstandhe conceptuntil the algorithmis presentedthen up to two-thirds of the

presentations wasted;the instructordoesnot go backwardsand put the discreteand continuous
versionsin context.On the otherhand,if we presentthe algorithm first--the presentatiormost
understandabléo a CS major--followed by the mathematicsas support,then the studentis

preparedto listen and make the appropriateconnections.t is importantto realize that this

approachdoesnot imply weakeningor diluting the materialin any way. Instead reversingthe

orderof presentatiorallows studentdo bettercontextualizeéhe materialwithin their background
knowledge.

Unfortunately, all of the textbooks reviewed herein present conceptsin the traditional
continuous-to-discrete-to-algorithformat. Furthermoreasnotedin thereviews,exceptin afew
textsthe connectiorbetweerthe mathandthe algorithmis weak.It is up to us,theinstructorsto
think about our audience and adapt appropriately.

3 CS Undegraduate Vision Topics

Beforedevelopingalist of backgroundopicsa CSundergraduateomputervision courseshould
cover,it is worthwhile identifying the main topics of an undergraduat€V course.Ratherthan
identify a singlelist of topics, however,l wantto proposethreelists, eachcorrespondingo a
different kind of CV course:a classicalcomputervision course,a comprehensiveomputer
vision and image processingcourse,and a computervision coursegearedtowardscomputer
scientistsand multimediaapplications.Textbooksand examplecoursedor the first two courses
exist, but the third is still in the processof definition. The third type of courseis of increasing
importancebecauseof the explosionof digital imageryand digital image capturetechnology.
The computervision techniguesunderlyingvisual information managemenére a fast-growing
area of CV [3].

Basedon experienceanda comparisorof CV textbooks a classicalcomputervision coursewill
generally include: binary image processing,filtering, edges & lines, feature detection,
segmentationpptics, calibration, stereo,motion, texture, shading,shaperepresentationpbject
recognition, color spaces,and color segmentationln a CV course,as opposedto an image
processingcourse,binary image processingandfiltering are generallylimited in scope.Binary
image processingmight consider,for example,binary region features,growing and shrinking,

and erosionanddilation. Filtering is generallylimited to Gaussiarfilters, medianfilters, edge-
preservindfilters, and edge-findindfilters suchasthe Sobeloperator.Imagetransformsjf they

are covered, are not covered in-depth, but presented as tools for implementing other concepts.

A comprehensiveomputervision and image processingCVIP] course,possibly taughtover
two semesterswill generallycoverthe classicalCV topics listed aboveplus additionaltopics
moretypically taughtin animageprocessingourse.Thesemightinclude:in-depthcoverageof
image transforms,image compressionjmage restoration,biologically motivated vision, and
patternclassification A comprehensiv€VIP coursemay alsobe the modelfor a graduateone-
semester CV course for students with appropriate backgrounds.
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Fora CS/multimediaCV coursethe topicschangeslightly. Topicslike binaryimageprocessing,
shape-from-X,and stereomay receive less in-depth treatment.Topics that needto be added
include: content-basedmageretrieval, object recognitionbasedon color histograms artificial
neural network-basedvisual processing, 3D model extraction, and computer graphics
applicationsof vision. Examplesof the latter topic includesrealistic texture synthesis,view-
based morphing, 3-D model manipulation, and cinematic composition.

The key to a successfutourse,whicheverkind you chooseto teach,is to ensurethat students
havethe necessarpackgroundo understandhe materialand completethe assignmentsWhile
it may befrustratingto aninstructorto spendime on the basicsof linearalgebraor linearfilters,
the time savedwhenteachingstudentgheir applicationin variousaspectof computervision is
worth theeffort. In theauthor'sexperiencdeachingvisionto CSundergraduatesndgraduatesit
CarnegieMellon University and the University of North Dakotawe must expectand plan to
present the following topics in a classical CV course.

First, we must spendtime presentingbasiclinear algebra.The conceptsof matrix operations,
transformationsand eigenvaluesare necessaryor calibration [6], poserecognition[13], and
objectrecognition[17]. If you areteachingCS majors,it may be worth selectinga textbookwith

a good appendix on linear algebra fundamentals.

Second,we needto spendtime presentingbasic signal processing,including the Fourier
transform,which is importantfor compressionl15], filtering [1], textureanalysis[8], andstereo
[11]. We don't needto teachthem how to derive it, to codeit, or to symbolically find the
transformof a function. What we needto do is give theman intuitive understandingf spatial
frequencyand an algorithmic understandingf the inputs and outputsof functionslike the fast
Fourier transform.

Thereis also the possibility of leaving out the Fourier transform,and five of the vision texts
supportthis option (Nalwa; Davies;Haralick & Shapiro;Jain, Kasturi, & Schunk;and Sonka,
Hlavac,and& Boyle). Thesetextsdo not rely uponthe Fouriertransformfor morethana small
portion of their material,if at all. Thus,for instructorsteachinga classicalCV courseor course
with a CS/multimediafocus,this is a seriousoptionif thereare concernsabouttime limitations
or overloading students with tangential concepts.

Finally, we needto presentsome basic optics and the physics of light and reflection. In
particular,we needto focuson how color is createdhow it changesssurfacexhangeandhow
the physical world affectsit. Understandingcolor is importantfor calibration, segmentation
[7][12], objectrecognition[16], content-basedmage retrieval [9], and vision applicationsin
computer graphics [10].

For more advancedcoursesjt may also be necessaryo presentquaterniong6] and someset
theory[4][15] dependinguponthe depthof coverageHowever,an advancedsision coursewill
havemoreflexibility with regardto prerequisiteshananintroductoryvision courseofferedasa
CS elective.

4 Textbook Reviews

Whateverwe decideto includein our course,it is helpful to havea textbookthatincludesmost
or all of that material.Until recently,choosinga textbookfor a computervision coursewas a
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simple processlf you were teachingan undergraduateourseyou could choosefrom B. K. P.
Horn’s RobotVisionor V. Nalwa’'s A GuidedTour of ComputerVision if you wereteachinga
graduatecourse,you used Computerand RobotVision by R. Haralick and L. Shapiro.Since
1994, however,threenew, or revised,comprehensiveéextbookshave becomeavailable,and at
least two others will appear in 1997-98.

This sectionreviewssix of the currently,or soonto be availabletexts: RobotVisionby B. K. P.
Horn, Computerand RobotVision by R. Haralick,andL. Shapiro,ImageProcessingAnalysis,
and Machine Vision by M. Sonka,V. Hlavac, and R. Boyle, Machine Vision by R. Jain, R.
Kasturi, and B. Schunck,Machine Vision by E. R. Davies,and A Guided Tour of Computer
Vision by V. S. Nalwa. In addition, this sectionincludes some generalcommentson Image
Analysis& MachineVision, a textbookin preparationby G. Stockmanand L. Shapirowhich
should appear in the 1998-99 academic year.

Othertextsthe authoris awareof, butwhich arenotincludedin this review,areComputen/ision

by D. BallardandC. Brown, Intelligence:TheEye,the Brain, and the Computerby M. Fischler
andO. Firschein,and Practical ComputerVision usingC by J. R. Parker.Ballard and Brown’s

text, while a valuablealgorithmicreferencejs over 15 yearsold. Fischlerand Firschein’stext
doesnot containsufficient materialon computervision for a full-semestercourseon the topic,

and Parker’'sbook, from 1994, is too limited in scope.Also not includedin this comparative
reviewis ComputerVisionand ImageProcessingA Practical Approachusing CVIPtoolsby S.
Umbaugh[18]. Despite the broad title, Umbaugh’sbook is more appropriateas an image
processing textbook and does not cover most of the major computer vision topics listed above.

Worth mentioningseparatelyis the textbookDigital Image Processingby K. CastlemanThe
recentrevisionof this text containsa setof chapterson higherlevel imageprocessingincluding
segmentationedgedetectionine-finding, binary processingtextureandshapeanalysis pattern
matching,color image processingand 3D imaging, including a shortsectionon stereo.For a
two-semesteEE courseon imageprocessingand computervision this would be a goodchoice.
However,when comparedo any of the othertextsreviewedherein,it doesnot havethe same
breadthof computervision topics or depthwithin eachtopic. Furthermorethe presentatiorof

the material makes strong assumptionsabout student’s backgroundsand their facility with

filtering and transforms.In essencewhat thesechaptersassumes knowledgeof the previous
two-thirds of the text. Thus, as a textbookfor a stand-alonecoursein computervision, in my

opinion,Digital Image Processing not a viable option.

In additionto providinga generalbverviewof eachtext, thesereviewsattemptto categorizeeach
one accordingto its coverage,scope,approach,audience,and appropriatenesfor computer
science undergraduatesAn instructor should be able to use these categorizationsand
comparisonsitherto selecta textbookappropriateto their own course,or asimpetusto start
writing their own.

4.1 Robot Vision, by B. K. P. Horn, MIT Press, 1986.

This is the classiccomputervision text written by the pioneerof physics-basedision. As
recently as spring 1996, this was the textbook for the CarnegieMellon University [CMU]
undergraduateomputervision course.However,the CMU coursewas basednot aroundthe
textbook, but around a set of lecture notes developedby the faculty. The textbook was
considered to be a reference only.
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Part of the reasonthe text was usedonly as a referenceis that the coveragein RobotVision
while adequatenvhen published,has beendiminishedby age.As shownin Table 1, the book
presentsfundamentalconceptsin most areas of computer vision. However, advancesin
algorithms, theory, and implementationrequire the instructor to presenta large amount of
material not covered in the book.

The approachHorn takesin Robot Vision is to use continuousmathematicso describethe

interactionof light, matter,andimagesensorsAs a referencefor the physicaland geometrical
mathematicsof light interactingwith surfacesand the camerait is excellent. His apparent
audience however,is upper-levelundergraduateand graduatestudentswith either an EE or

physics background and a working knowledge of multi-variable calculus.

Besidesbeingwritten for a differentaudienceRobotVision hasseveraldrawbackswith respect
to teachingundergraduateomputerscientistsFirst, thereis little discussiorof the algorithmsor

data structuresnecessaryto implementthe basic tools of computervision. Horn derives or

providesthe equationsasin Chapter8 wherehe coversedgesand edgefinding, but doesnot

discussimplementationissues.For undergraduatesho are in the processof learninghow to

convert equations into code, this presents a daunting first step.

Secondmanyof the equationsare presentedn continuousform only. While this is appropriate
for characterizinghe physicalworld, the book doesnot makea strongconnectionbetweenthe
discretedigital imageandthe continuousworld. This addsto studentstifficulties in translating
equationsinto code and requiresthe instructor to repeatedlymake the connectionbetween
continuous and discrete representations.

As aresultof the problemswith audiencemethodologyandage,this bookis nota goodchoice
for an undergraduateomputervision course, particularly one aimed at CS majors. This is
especially true with the appearance of a the new generation of comprehensive texts.

4.2 Computer and Robot Vision, R. Haralick, and L. Shapiro, Addison-Wesley, 1992.
Before moving to the newertexts, it is still worth consideringComputerand RobotVision by
Haralick and Shapiro.This two-volumebookis anin-depthexaminationof the fundamental®of
computervision. Its coverageof computelvision is broad,althoughthe ageof the text meanghe
instructor needs to fill in some topics and the past few years of developments.

Thefirst volumeof this pair presentdinary and2D vision. Topicscoveredincludethresholding
andbinary algorithms,regionanalysis statisticalpatternrecognition,mathematicamorphology,
filtering, noiseremoval,edgeandline finding, the facetmodel, 2-D textureanalysis,greyscale
segmentationandarc extraction.The secondvolumecovers3D vision andincludesillumination
and physics-basedvision, perspectivegeometry, photogrammetry,motion analysis, image
registration,3D labeling, shaperepresentationand knowledge-basedision. The amount of
information provided on eachtopic makesthe two-volume set appropriatefor a two-semester
course.

Some of the topics an instructor may wish to augmentwith other readingsinclude object
recognition, motion analysis,and stereo. Thesetopics, in particular, have expandedin new
directionssince1990.0bjectrecognition for examplewhichis coveredn chapterl8, is limited

to a few specific representationand model-matchingnethods.Advancesin appearance-based
and model-basedbject recognition,in particular,will needto be addedto a comprehensive
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graduate course.

Theapproachakenin Computerand RobotVisionis rigorously mathematicalalthoughthe two
volumesdo presentnumerousalgorithmsand discussimplementationissuesand performance.
Anyone using this book would be well-servedby both a linear algebraand a modernalgebra
course.For mathematicallyunsophisticategtudents however,this book would posea major
stumblingblock simply becauseof the quantity of equationsAn undergraduat€S major, for
example would be quickly overwhelmedandthe text would becomea hindranceratherthanan
educationahid. Furthermore Computerand RobotVision hasan extensivebibliographyat the
end of eachsectionand refersto it heavily. For a graduatestudentwho is usedto accessing
technicalliterature this is quite appropriate.For an undergraduatevho is learning computer
vision for the first time, however,askingthemto seekout, read,and understandhe primary
literature at this scale is inappropriate.

This combinationof coverage audience and approachmakesComputerand RobotVision an
appropriatechoice for a two-semestemgraduateseminar. For a one-semesteundergraduate
coursefor computerscientistshowever the volumespresentoo muchinformationat too high a
level.

4.3 Machine Vision, by R. Jain, R. Kasturi, and B. G. Schunck, McGraw-Hill, 1995.

In contrasto Computerand RobotVision the scopeanddetail of the materialin MachineVision
is appropriatefor undergraduatesMachineVisions coverages broad,however,it is not asin-
depth or mathematicallyrigorous as Computer and Robot Vision In addition to binary
operationsfiltering, edgeand line finding, and segmentationthe book also covers motion,
objectrecognition,objectrepresentationstereo calibration,texture,andshading.In all of these
areasthe authorshavemadean effort to presenimaterialthatis fundamentato computetrvision
and not specificto a particularapproachor schoolof thought.Becauseof this, the text should
continue to be useful for some time.

The approachtakenis biasedtowardsan EE view of the material,but the authorsdo presenta
numberof the basicvision tools--e.g.2D operatorsgdge-finding,and stereo--inan algorithmic
or proceduraimannerin additionto the mathematicapresentationThe text also providessome
explicit transitionsfrom continuousmathematicqo the discreterepresentationsiecessaryor
working with images. Thus, while the text is more appropriatefor engineers,it is not
unapproachable by computer scientists.

For CS majors,however,the book is not without its difficulties. The presentatiorof filters in

Chapterd, for examplejs gearednoretowardsa sophomoreelectricalengineethana CSmajor.

In this author'sexperienceEE majorsusingthis book haveno troublegraspingit, while the CS

majorstendto understandhe conceptonly after seeingthempresentealgorithmicallyin class
or aspartof anassignmentAlso, the presentatiorf sterecandcalibration,whichis dividedinto

two disjoint chaptersjs not coherentor well-organized.To follow the completestereoprocess
describedin the book--calibration,imaging, registration--requireslipping betweenchapters
which appear to have been written by different authors.

Theotherdifficulty with MachineVisionasanundergraduateextis, in this author'sopinion,that
it is biasedtowardsindustrialapplicationsof computervision usinggreyscaleor binaryimages.
The chapterson optics, shading,and color constitutelessthan 40 pagesof the 550 pagetext.
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Color, however,is central to a number of areasof computervision: segmentationpbject
recognition,vision in human-computeinterfacesandvision applicationsn computergraphics.
The latter two topics are also good motivating applicationsfor CS majors becausethey are
connected to mainstream computer science.

This observationis relevant becauseone of the most important issues when teaching
undergraduatess motivation; they need to see some desirableend-resultfor their labors.
Greyscalepicturesof unrecognizableassembly-lingoarts,while perhapshaving nice properties
for processingdo not encourageundergraduatet studyvision. Thus,the shortshrift givento
color in Machine Vision is a hole in the text's coverage.Unfortunately,this criticism can be
leveledatall of the othertextsaswell. ThethreetextsA GuidedTour of ComputeVision, Robot
Vision, and Computerand Robot Vision all containa minimal color componentIn the other
texts,color computervision is treatedasa specialcaseandgivenjust a chapteror two. Theonly
text that beginsto breakaway from this approachis Image ProcessingAnalysis,& Machine
Vision wherethe authorshaveincluded extensiondrom greyscaleto color imagesin several
chapters.

Thus, given that a weak color componentis commonto all of the texts, for a one-semester
undergraduateourseMachineVisionis areasonablehoice,particularlyfor studentawith anEE
background.

4.4 M. Sonka, V. Hlavac, and R. Boyle, Image Processing, Analysis, and Machine Vision,
2nd ed., PWS Publishers, to appear 1998.

This textbook,which shouldbe availablein 1998, fits in betweenMachineVisionand Computer
and Robot Vision In its breadthit covers more topics than any other computervision text

consideredn this paper.Furthermorejts depthin sometopicsapproachethatof Computerand

RobotVision but with an algorithmicandconceptuafocusratherthana rigorousmathematical
one.Like manyothertexts,ImageProcessingAnalysis,& MachineVisionbeginswith filtering,

edge-finding,segmentationand 2-D shaperepresentationAt this point, however the text looks

atvariousapproacheto objectrecognition,includingartificial neuralnetworks,graphmatching,
andfuzzy logic. Oneof the strengthsof this bookis thatit providesenoughbackgroundn these
topics for studentsto follow, althoughhaving an artificial intelligence courseas prerequisite
would improve students’ability to focus on the computervision applicationsratherthan the

tools.

After objectrecognition,iImageProcessingAnalysis,& MachineVision moveson to 3D vision
including chapterson image understanding3D vision (calibration, stereo,and physics-based
vision), and motion analysis.The book doesnot follow the sameorderasothertexts,however,
and later chaptersalsoinclude mathematicamorphology,linear discretetransformsandimage
compressionThis is actually convenientfor an undergraduaténstructor, becausetheselater
chaptersontainmuchof the materialthatis challengingfor CS majors.Their placementaterin
the book, and the resulting implication that previous chaptersdo not dependon them for
understandingmeansan instructor can more easily pick and choosewhich of thesetopics to
cover.

The real strengthof Image ProcessingAnalysis,& Machine Vision is its comprehensivein-
depth coverageof computervision. The materialis well-written and, while the mathematical
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formulationof methodss still thefocusof the narrative thetextincludesalgorithmsfor manyof
the methodsit covers. The text also seemsto contain more example images and image
comparisonsthan other texts, making it easierto obtain an intuitive understandingof the
material.lts approacltrelieson a mixture of EE andCS conceptsandthereis evena chapteron
datastructuredor imageanalysis.Thus,with intelligenttopic selectionandadequateénstruction
this text is not inappropriate for CS majors.

The book is written at a higher level than Machine Vision however,and instructorsshould
carefully considertheir prerequisitesor a computervision coursebefore selectingthis text.
Basedon its level and breadth,Image Processing,Analysis,& Machine Vision will be more
accessibleo studentsvho havealreadyhadan artificial intelligencecoursethatintroducesghem
to artificial neuralnetworks,searchandfuzzy logic. Studentsvithout this backgrouncdcould be
overwhelmedvith arangeof newconceptghat, while theyareusefulin computervision, arenot
specific to the field.

Onefinal issuewith ImageProcessingAnalysis,& MachineVisionis thatthe coveragewhile

broad,is unevenlLooking at the relativedepthwith which topicsarecoveredoneis left with the

perceptionthat the personalresearchopics of the authorsreceivesignificantly more emphasis.
For example,chapter9 is a monolithic chapteron 3D vision that includesstereo,calibration,
shape-from-shadingeflectancemodels,photometricstereo,and range-imagingIn all of the

other texts these topics are divided into 2-3 separate chapters.

A seconddeparturefrom othertextbooksis that somemethodsthat receivecentralcoveragen
othersare de-emphasizedjot mentioned,or placedin different contextsin Image Processing,
Analysis,& MachineVision For example,the Hough transformis coveredin the chapteron
segmentatiomatherthanwithin the chaptercoveringedgeandline-finding. While line-finding is
presenteédsanapplicationof the Houghtransform this presentatiomomesafterthe line-finding
chapterandin the middle of a discussiorof segmentationTheseissuesarenota majordrawback
to the text, but an instructor should be aware of them and should structurethe lecturesand
reading assignments appropriately.

Overall,ImageProcessingAnalysis,& MachineVisionis agoodcompromisébetweernMachine
Vision by Jain, Kasturi, and Schunckand Computerand RobotVision by Haralick & Shapiro.
Throughstrategicselectionof chaptersjt canbe appropriatefor eithera seniorlevel CS or EE
undergraduate computer vision course, or an advanced graduate level course.

4.5 Machine Vision: Theory, Algorithms, Practicalities, by E. R. Davies, Academic Press,
1997.

Davies' Machine Vision is an interestingcontrastto Machine Vision by Jain, Kasturi, and
SchunckandimageProcessingAnalysis,& MachineVision Wherethe previoustextshavetried
to give broadcoverageof computervision andprovidethe fundamental$n mostof its subfields,
Davies'text focuseson robust,general-purposéools and algorithms.Topicslike color, stereo,
objectrecognition,andmodel-basedision areeithermentionedn passingor left out altogether.
Thus, its coverage is more limited than the other texts reviewed herein.

Thetopicsthatarecoveredby Davies'MachineVision, howeverarecoveredn gooddetailin an
accessiblenanner.The approachs fundamentallyalgorithmic,with mathematicsisedasa tool
to supplementhe conceptualpresentationBecauseof this, the audiencefor this text is fairly
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broad,andincludesstudentswith both computerscienceand EE backgroundsCertainsections
of the book, for examplethe sectiondetailing the Fourier transform,are included as chapter
appendices and are not required in order to understand the rest of the chapter.

Davies'bookis alsothe only oneof thefive textsto includea full chapteron the useof artificial
neuralnetworks[ANN] in vision tasks.Both ImageProcessingAnalysis,& MachineVisionand
Digital Image ProcessingpresentANNSs, but as part of a larger chapter.Davies presentsan
overview of ANNs, and then discusses their use in both filtering and pattern recognition.

On a more specificnote, chapter2 of this bookis one of the bestintroductionsto the practical
aspectsof computervision algorithmsthis author has seen.Chapter2 of Image Processing,
Analysis,& MachineVisionis similarin nature but focusesmoreon the datastructuresDavies
toucheson manyof the issuesthat studentsstumbleacrossand haveproblemswith during their

first vision course.For example,it walks the readerthroughthe reasonthey haveto usetwo

imagesin orderto correctly convolvea Gaussiarfilter with animage.If studentseadnothing
elseof this book,readingchapter2 will helpthemavoid numerousvisits to theinstructor’soffice

with questions about why their assignment won't work.

Overall,if the focusof your courseis on industrialvision applications Davies'MachineVision
would beanexcellentchoicefor atextbook.If, howeveryour focusis moreon human-computer
interfacesyobotics,navigation,or computergraphicsapplicationsusingthis text would require
you to provide a significant amount of other reading.

4.6 A Guided Tour of Computer Vision, by Vishvijit S. Nalwa, Addison Wesley, 1993.

Nalwa's text differentiates itself from the other four by not concerning itself with
implementatiordetails. The focusof this bookis on the geometricand conceptuafoundations
of computervision. Like Davies,Nalwais concernedboutandsuspecbf therobustnessf most
vision algorithms.Where Davies'solution is to focus on techniqueshat have beenshownto
work in industrial applications, Nalwa takes the opposite approachand focuseson the
fundamental concepts underlying the various sub-fields.

The coverageof A GuidedTour of ComputerVisionis fairly broad,andtoucheson mostof the
standardtopics, as shownin Table 1. Like Davies, however,Nalwa steersaway from object
recognitionasbeingtoo contextdependentUnlike Davies,the text doescoverthe fundamentals
of object representation.

BecauseNalwa doesnot focus on implementationdetails, his text doesnot, and probably will
not, sufferasmuchfrom ageas someof the others.His focuson the conceptanakesthe book
approachableo undergraduatesf all backgroundsso long asthey havea basicmathematical
dexterity. However,becausef the lack of implementationdetailsan instructorusingthis book
would haveto supplementhetextwith otherreadingsn orderfor studentgo undertakeoractical
assignmentsWith supplementarymaterials, this text would be appropriatefor a general
undergraduate computer vision course.
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Table 1: Textbook Content Comparison

_ Haralick | Sonka, K;]Eiﬂ’n _
Topic Horn Shjpiro &ngg;\;; Py ' Davies Nalwa
Schunck
Filtering Y v* Y Y Y N
Image Tansforms Y S Y* Y Y Y
Binary Image Processing Y v Y Y Y N
Edges & Lines Y Y Y Y Y Y
Sgymentation (thresholding) Y Y Y Y Y S
Seggmentation (colgrphysics-based) | N N S S N N
Feature Detection Y Y Y Y Y* S
Optics Y Y Y Y Y Y
Calibration Y Y Y Y Y S
Stereo Y Y Y Y S Y
Motion Y Y Y Y Y Y
Texture Y Y Y Y Y Y
Color & Color Spaces S N Y Y N N
Shading Y Y Y Y N Y
Biological System N N N N N v*
Biologically Motivated \ision N N Y* N Y* N
Shape Representation Y Y Y Y N Y
Object Recognition Y Y Y Y N N
Line-Drawing Interpretation S A S N N A
Image Compression N N Y* N N N
Image Restoration N N A N N N

Y - covered in detail as a chapter or a significant part of one

N - not covered

S - covered somehat, ut not in detail

* - strong or unique ogerage of the topic
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approacho presentinghe material,like MachineVision: Theory,Algorithms,Practicalities but
also needsto emphasizeapplicationssuch as object recognition, vision as part of human-
computerinterfacesjmagedatabasesandcomputergraphics.Thesetopicsaremorecloselytied
to the field of computer science and the opportunities available to CS graduates.

In conclusionwe mustrealizethatwe tendto teachaswe havebeentaught.While this may be

appropriatdor studentsvho havebeentaughtlike us,we mustrecognizeour audienceandtailor

our styles and material appropriately.CS majors possesscertain types of knowledge and
abilities. We, aseducatorscanusetheir existingknowledgeto moreeasilypasson the concepts
and ideas of computer vision.
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