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Abstract

Computervision is a broad-basedfield of computersciencethat requiresstudentsto understand
andintegrateknowledgefrom numerousdisciplines.Computerscience[CS] majors,however,do
not necessarilyhavean interdisciplinarybackground.In the rushto integrate,we canforget,or
fail to plan for the fact that our studentsmay not possessa broadundergraduateeducation.To
explorethe appropriatenessof our educationmaterials,this paperbeginswith a discussionof
whatwe canexpectCSmajorsto know andhow we canusethatknowledgeto makea computer
vision coursea moreenrichingexperience.Thepaperthenprovidesa reviewof a numberof the
currentlyavailablecomputervision textbooks.Thesetextsdiffer significantly in their coverage,
scope, approach,and audience.This comparativereview shows that, while there are an
increasingnumber of good textbooks available, there is still a need for new educational
materials.In particular,the field would benefitfrom bothanundergraduatecomputervision text
aimedat computerscientistsandfrom a text with a strongerfocuson color computervision and
its applications.
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1 Intr oduction

Computervision, the study of enabling computersto understandimages,is a broad-based,
interdisciplinary,andappliedfield in computerscience.It bringstogethermathematics,electrical
engineering,signal processing,optics, physics,psychophysics,and computationaltheory and
algorithms.As such,it is anexcellentlearningtool for teachingundergraduatesto integrateand
usetheir acquiredknowledge.It meldstheir educationalexperienceinto a single exciting and
motivating application.

Unfortunately,all too often we get blank looks whenwe start talking aboutNyquist'stheorem,
Fresnelreflection,or singularvaluedecomposition[SVD]. We'rehappyto haveengineerstake
computervision becausewe don't have to explain Fourier transforms.We're happy to get
physicistsin our classesbecausetheyunderstandopticsandEM theory;andwe'rehappyto have
mathematicianstake computervision becausethey know aboutSVD and set theory. We, the
professors,havehadto masterthesediversetopicsaspart of our graduateeducation.What we
canforget is thattheaveragecomputersciencemajor is not a physicist,nor a mathematician,nor
an electricalengineer.In fact, they may not havehadany significantacademicexperiencewith
these specialized topics.
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Instead,we canexpectcomputerscientiststo be goodat algorithmicconcepts,datastructures,
file formats,andlogically convertinga setof directionsinto code.We canexpectthemto havea
calculus level of mathematicalsophistication,and we can rely somewhaton a culture of
experimentation.In orderto successfullyteachthe multidisciplinaryscienceof computervision
to computer scientists, we must understand and take advantage of these skills and attributes.

It seems,however,that the computervision community has gearedmuch of its educational
materials towards an audienceother than undergraduatecomputerscientists.This group of
studentsdeservesa secondlook asthey form a coreaudiencein undergraduatecomputervision
education.In particular,theexplosionof digital imageryon theworld-widewebandthepresence
of ubiquitousimage manipulationsoftwaremeansthat computerscientistshave a new-found
interestin computervision. Furthermore,ascomputervision increasinglymixeswith computer
graphics,human-computerinterfaces,networking,operatingsystems,andarchitecture,it is our
CS students who will possess the other half of the interdisciplinary equation.

This paper exploressome of the issuesraised when teachingcomputervision to computer
scientists.Thebroadissuesraisedin this paper,however,applyequallywell to otherdisciplines,
asno singledisciplinecontainsall of thefundamentaltoolsof computervision.Section2 begins
with observations about the relative strengths and weaknessesof computer science
undergraduateswith respectto traditional topics in computervision. This sectionalsosuggests
how to presentconceptsin a mannerthat takesadvantageof the knowledgethat CS majors
possess.Given this baseof knowledge,Section3 looksat sometopicsa computervision course
for CS majors needs to addressto enable them to gain a strong understandingof the
fundamentalsof computervision. Finally, Section 4 is a review of a number of currently
availabletextbookswith a focus on their intendedaudience,their level and scope,and their
methodof presentation.The concludingsectionties thesethreadstogetherandsuggestswhere
improvements in educational materials are still needed in the field of computer vision.

2 Using CS Students' Knowledge

Whenpresentingtopicsin computervision,or anyotherfield, we benefitgreatlyasinstructorsif
we take advantageof students'existing knowledgeand abilities. We should not presentthe
Fourier transform to a group of CS majors in the sameway we presentit to an electrical
engineering[EE] course.Limitations on time meanwe cannotdealwith subtletiesor tangents,
andCS studentsdon't havea semesterof linear systemsanalysisbehindthem.The latter fact is
an important advantagefor EE studentsbecauseit allows them to place Fourier theory in a
contextwith othersystemanalysistools.How then,do we presentFouriertransformsandsimilar
topics to CS majors without losing them in a stream of words and symbols?

It turnsout that this problemis not uniqueto computervision. Speechrecognition,for example,
presentssimilar challengesto CS studentsas it dependsheavily on signal processingand
statistical modeling methods.Computer graphics can also be a challengesince it requires
studentsto uselinearalgebrafor transformations,samplingtheoryandfiltering for anti-aliasing,
and physics and electro-magnetic [EM] theory for realistic illumination models.

A systematicanalysisbeginsby looking at thetopicswe canexpecttheaveragejunior CSmajor
knows well enoughthat we can rely on previousinstruction.This analysisis basedupon an
accreditedB.S. degreein computerscience,but will be different for different schools.A list of
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coursesa typical junior CS major will have completedinclude Data Structures,Computer
Architecture, Computer Organization(Assembly), an introductory programmingseries,and
possiblya secondprogramminglanguage.By this time they may also havetakenone or two
computerscienceelectivessuchasoperatingsystemsandautomatatheory,dependinguponthe
structureof prerequisitesand requiredcourses.Basedon this curricular background,we can
expectthemto havea working knowledgeof datastructures,possessreasonableprogramming
skills, be able to createand manipulatemulti-dimensionalarrays,work with code libraries &
packages,and be able to follow discussionsof low-level computerarchitectureand computer
system components.

Thenextcategoryof skills arethosewe canhopefor, but which not all studentsin a givenclass
will necessarilypossess.For example,seniorandadvancedjunior CSmajorswill haveadditional
mathematicscourseslike Multivariable Calculusor Linear Algebra.In addition,somestudents
may have taken computergraphics,VLSI design,Neural Networks, AI, or Expert Systems.
Thesecourseswill give thema strongerbackgroundin appliedmath,3D transformations,low-
level hardware, and connectionist and symbolic reasoning.

There are many topics in computervision, however, that do not arise in a CS curriculum.
Examples of these topics include: Fourier transforms (filtering), convolution (filtering),
quaternions(calibration), set theory (2D operators),moments(featureextraction),Karhunen-
Loeve transforms(patternmatching),and physicalillumination models(physics-basedvision).
As notedin parentheses,thesetopics relateto fundamentalareasof computervision. It is also
interesting to note that these topics, in particular filtering, feature extraction, and pattern
matching,are commonly the first topics coveredin a computervision course.Thus, we are
askingour CS studentsto immediatelystepinto the topicsthat arefurthestremovedfrom their
background.

Thereare,at least,threecoursesof actionwe can takeas instructors.First, we could radically
changethe order of presentationso that we easestudentsinto the more difficult topics. For
example,we could focusthe courseon object recognition,introducingotherareasof computer
vision asneededto supportthis task.Second,we canchangeour methodof presentationto take
advantageof theskills CSstudentspossess.In my opinionthefirst suggestioncontainsmerit and
should be consideredwithin the computervision educationcommunity. However, there are
currentlyno educationalmaterialssupportingsucha moveso it is left for futurediscussion.The
secondcourseof action, which does not exclude the first, can immediately impact student
learning using current materials.

A third courseof actionwe could takeasinstructorsis to requiremorecoursesasa prerequisite
for a computervision course(i.e. linear systemsanalysis,basic physics, image processing).
However,this optionwill reduceaccessto thecourseat a time of growing interestanddemand.
It may also be overkill to requireCS studentsto take a linear systemsanalysiscoursebefore
takingcomputervision, wheretheyusethatknowledgefor oneor two weeksout of fifteen. The
first two options,which tailor the CV courseto the studentaudience,ensurethat thosestudents
who are interested can both get into the course and get something out of it.

Basedon experienceandthe previousanalysisof CS students’backgrounds,the following are
observations about techniques that seem to work or that certainly don't work.

First, equationsout of contextdon'twork exceptfor a selectfew students.Simpleformulas,like
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the thin lens law,

(1)

can be demonstratedgeometrically in class and reinforced on homework or quizzes.
Convolution,however,is moredifficult to presentasan equationsinceit representsa process.
Beyondconvolution,the continuousFouriertransformequationexplainsa transformationof an
infinite signalonto an infinite basisspace.The equationis often the first thing we present,and
yet to CS studentsi andj are loop variables.

What doesseemto work is to havestudentsusethe equationsin a computationalcontext.This
givesthema senseof theprocessandpurposerepresentedby theequations.Studentsin boththe
vision andspeechcoursesreadilyunderstoodconvolutionafter implementinga simpleGaussian
filter. In fact, severalstudents,on their own initiative, wrotegeneralconvolutionalgorithms.For
the Fourier transform,having studentsuse pre-written code moduleson well-choseninputs
allowedthemto intuitively graspthefunctionof thetransform.Thus,it is importantfor students
to either implement the equationsas part of a guided exerciseor use them as prepackaged
modules.

This observationleadsto thefollowing: presentconceptsasalgorithmically aspossibleto CS
majors. Convolutionis a prime exampleof a processthat can be representedas a continuous
equationusingintegrals,a discreteequationusingsummations,or asan algorithm.Of the three
representations,CS majorsseemto find the latter the most understandable.If you give a CS
major theintegralversion,heor shewill find it difficult to usethatknowledgeon anassignment
or exam.On theotherhand,if you presentconvolutionasa processof placingthe invertedfilter
on the image,multiplying theoverlappingelements,andsummingthe resultingvalues,students
arequitegoodat turning that into a program.Oncetheyhavedonethis, thenit is appropriateto
introduce the other versions of convolution to connect them with the mathematical
representations of their code.

The presentationof morphologicaloperatorsis a secondareawherepresentingalgorithmsfirst
could improve instruction quality and student understanding.When covering dilation, for
example,the presentationtypically beginswith a statementlike the following from Haralick &
Shapiro [4].

(2)

Erosion,thickening,thinning,opening,closing,andothermorphologicaloperatorsarepresented
in a similar manner.While it is certainlypossiblefor a studentto sit downandwork throughthe
notation,think in termsof sets,andthenunderstanda few examples,analgorithmicpresentation
will draw more strongly on CS students’ strengths.

Thesameconcept,for example,canbepresentedastaking two binary images,onethe imageto
be dilated (A), the other the dilation operatoror structuring element (B), and moving the
structuringelementover the underlying image in a specific manner.To executedilation, for
example,we placetheorigin of thedilation operatorat each“on” pixel in imageA andthentake
the logical OR of overlappingpixels. The resulting image is the dilation of A by B. If the
instructorthengoeson andpresentsthesettheoryrepresentationof this operator,thestudenthas
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an intuitive graspof the operator’smeaningand can more easily understandthe relationship
between the action on the image and the mathematical relationship defined above in (2).

The key point is that the instructorshouldnot automaticallypresentthe continuousversion(or
settheoreticalversion),followed by thediscreteversion,followed by thealgorithm.If a student
doesn’t understandthe conceptuntil the algorithm is presented,then up to two-thirds of the
presentationis wasted;the instructordoesnot go backwardsandput thediscreteandcontinuous
versionsin context.On the otherhand,if we presentthe algorithmfirst--the presentationmost
understandableto a CS major--followed by the mathematicsas support, then the studentis
preparedto listen and make the appropriateconnections.It is important to realize that this
approachdoesnot imply weakeningor diluting the materialin any way. Instead,reversingthe
orderof presentationallowsstudentsto bettercontextualizethematerialwithin their background
knowledge.

Unfortunately, all of the textbooks reviewed herein present concepts in the traditional
continuous-to-discrete-to-algorithmformat.Furthermore,asnotedin thereviews,exceptin a few
textstheconnectionbetweenthemathandthealgorithmis weak.It is up to us,theinstructors,to
think about our audience and adapt appropriately.

3 CS Undergraduate Vision Topics

Beforedevelopinga list of backgroundtopicsa CSundergraduatecomputervision courseshould
cover,it is worthwhile identifying the main topicsof an undergraduateCV course.Ratherthan
identify a single list of topics,however,I want to proposethreelists, eachcorrespondingto a
different kind of CV course:a classicalcomputervision course,a comprehensivecomputer
vision and image processingcourse,and a computervision coursegearedtowardscomputer
scientistsandmultimediaapplications.Textbooksandexamplecoursesfor the first two courses
exist, but the third is still in the processof definition. The third type of courseis of increasing
importancebecauseof the explosionof digital imageryand digital imagecapturetechnology.
The computervision techniquesunderlyingvisual informationmanagementarea fast-growing
area of CV [3].

Basedon experienceanda comparisonof CV textbooks,a classicalcomputervision coursewill
generally include: binary image processing, filtering, edges & lines, feature detection,
segmentation,optics, calibration,stereo,motion, texture,shading,shaperepresentation,object
recognition,color spaces,and color segmentation.In a CV course,as opposedto an image
processingcourse,binary imageprocessingandfiltering aregenerallylimited in scope.Binary
imageprocessingmight consider,for example,binary region features,growing and shrinking,
anderosionanddilation. Filtering is generallylimited to Gaussianfilters, medianfilters, edge-
preservingfilters, andedge-findingfilters suchasthe Sobeloperator.Imagetransforms,if they
are covered, are not covered in-depth, but presented as tools for implementing other concepts.

A comprehensivecomputervision and imageprocessing[CVIP] course,possibly taughtover
two semesters,will generallycover the classicalCV topics listed aboveplus additionaltopics
moretypically taughtin an imageprocessingcourse.Thesemight include:in-depthcoverageof
image transforms,image compression,image restoration,biologically motivated vision, and
patternclassification.A comprehensiveCVIP coursemayalsobe themodelfor a graduateone-
semester CV course for students with appropriate backgrounds.
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For a CS/multimediaCV coursethetopicschangeslightly. Topicslike binary imageprocessing,
shape-from-X,and stereomay receiveless in-depth treatment.Topics that needto be added
include: content-basedimageretrieval, object recognitionbasedon color histograms,artificial
neural network-basedvisual processing, 3D model extraction, and computer graphics
applicationsof vision. Examplesof the latter topic includesrealistic texture synthesis,view-
based morphing, 3-D model manipulation, and cinematic composition.

The key to a successfulcourse,whicheverkind you chooseto teach,is to ensurethat students
havethe necessarybackgroundto understandthe materialandcompletethe assignments.While
it maybefrustratingto aninstructorto spendtime on thebasicsof linearalgebraor linearfilters,
the time savedwhenteachingstudentstheir applicationin variousaspectsof computervision is
worth theeffort. In theauthor'sexperienceteachingvision to CSundergraduatesandgraduatesat
CarnegieMellon University and the University of North Dakotawe must expectand plan to
present the following topics in a classical CV course.

First, we must spendtime presentingbasic linear algebra.The conceptsof matrix operations,
transformations,and eigenvaluesare necessaryfor calibration [6], poserecognition[13], and
objectrecognition[17]. If you areteachingCSmajors,it maybeworth selectinga textbookwith
a good appendix on linear algebra fundamentals.

Second,we need to spend time presentingbasic signal processing,including the Fourier
transform,which is importantfor compression[15], filtering [1], textureanalysis[8], andstereo
[11]. We don't needto teachthem how to derive it, to code it, or to symbolically find the
transformof a function. What we needto do is give theman intuitive understandingof spatial
frequencyandan algorithmicunderstandingof the inputsandoutputsof functionslike the fast
Fourier transform.

There is also the possibility of leaving out the Fourier transform,and five of the vision texts
supportthis option (Nalwa; Davies;Haralick & Shapiro;Jain,Kasturi, & Schunk;and Sonka,
Hlavac,and& Boyle). Thesetextsdo not rely upontheFouriertransformfor morethana small
portion of their material,if at all. Thus,for instructorsteachinga classicalCV courseor course
with a CS/multimediafocus,this is a seriousoption if thereareconcernsabouttime limitations
or overloading students with tangential concepts.

Finally, we need to presentsome basic optics and the physics of light and reflection. In
particular,we needto focuson how color is created,how it changesassurfaceschange,andhow
the physical world affects it. Understandingcolor is important for calibration, segmentation
[7][12], object recognition[16], content-basedimage retrieval [9], and vision applicationsin
computer graphics [10].

For more advancedcourses,it may also be necessaryto presentquaternions[6] and someset
theory[4][15] dependinguponthe depthof coverage.However,an advancedvision coursewill
havemoreflexibility with regardto prerequisitesthanan introductoryvision courseofferedasa
CS elective.

4 Textbook Reviews

Whateverwe decideto includein our course,it is helpful to havea textbookthat includesmost
or all of that material.Until recently,choosinga textbookfor a computervision coursewasa
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simpleprocess.If you were teachingan undergraduatecourseyou could choosefrom B. K. P.
Horn’s RobotVision or V. Nalwa’s A GuidedTour of ComputerVision; if you wereteachinga
graduatecourse,you usedComputerand RobotVision by R. Haralick and L. Shapiro.Since
1994,however,threenew, or revised,comprehensivetextbookshavebecomeavailable,andat
least two others will appear in 1997-98.

This sectionreviewssix of thecurrently,or soonto beavailabletexts:RobotVisionby B. K. P.
Horn, Computerand RobotVision by R. Haralick,andL. Shapiro,ImageProcessing,Analysis,
and Machine Vision by M. Sonka,V. Hlavac, and R. Boyle, Machine Vision by R. Jain, R.
Kasturi, and B. Schunck,MachineVision by E. R. Davies,and A GuidedTour of Computer
Vision by V. S. Nalwa. In addition, this sectionincludessomegeneralcommentson Image
Analysis& MachineVision, a textbookin preparationby G. Stockmanand L. Shapirowhich
should appear in the 1998-99 academic year.

Othertextstheauthoris awareof, but which arenot includedin this review,areComputerVision
by D. BallardandC. Brown, Intelligence:TheEye,theBrain, andtheComputerby M. Fischler
andO. Firschein,andPractical ComputerVision usingC by J. R. Parker.Ballard andBrown’s
text, while a valuablealgorithmic reference,is over 15 yearsold. FischlerandFirschein’stext
doesnot containsufficient materialon computervision for a full-semestercourseon the topic,
and Parker’sbook, from 1994, is too limited in scope.Also not includedin this comparative
review is ComputerVisionand ImageProcessing:A Practical ApproachusingCVIPtoolsby S.
Umbaugh[18]. Despite the broad title, Umbaugh’sbook is more appropriateas an image
processing textbook and does not cover most of the major computer vision topics listed above.

Worth mentioningseparatelyis the textbookDigital ImageProcessingby K. Castleman.The
recentrevisionof this text containsa setof chapterson higherlevel imageprocessing,including
segmentation,edgedetection,line-finding,binaryprocessing,textureandshapeanalysis,pattern
matching,color imageprocessing,and 3D imaging, including a short sectionon stereo.For a
two-semesterEE courseon imageprocessingandcomputervision this would bea goodchoice.
However,whencomparedto any of the other texts reviewedherein,it doesnot havethe same
breadthof computervision topicsor depthwithin eachtopic. Furthermore,the presentationof
the material makesstrong assumptionsabout student’sbackgroundsand their facility with
filtering and transforms.In essence,what thesechaptersassumeis knowledgeof the previous
two-thirds of the text. Thus,as a textbookfor a stand-alonecoursein computervision, in my
opinion,Digital Image Processing is not a viable option.

In additionto providinga generaloverviewof eachtext, thesereviewsattemptto categorizeeach
one accordingto its coverage,scope,approach,audience,and appropriatenessfor computer
science undergraduates.An instructor should be able to use these categorizationsand
comparisonseither to selecta textbookappropriateto their own course,or as impetusto start
writing their own.

4.1 Robot Vision, by B. K. P. Horn, MIT Press, 1986.

This is the classiccomputervision text written by the pioneerof physics-basedvision. As
recently as spring 1996, this was the textbook for the CarnegieMellon University [CMU]
undergraduatecomputervision course.However, the CMU coursewas basednot aroundthe
textbook, but around a set of lecture notes developedby the faculty. The textbook was
considered to be a reference only.
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Part of the reasonthe text was usedonly as a referenceis that the coveragein RobotVision,
while adequatewhen published,hasbeendiminishedby age.As shownin Table 1, the book
presentsfundamentalconcepts in most areas of computer vision. However, advancesin
algorithms, theory, and implementationrequire the instructor to presenta large amount of
material not covered in the book.

The approachHorn takes in Robot Vision is to use continuousmathematicsto describethe
interactionof light, matter,and imagesensors.As a referencefor the physicalandgeometrical
mathematicsof light interacting with surfacesand the camerait is excellent.His apparent
audience,however,is upper-levelundergraduatesand graduatestudentswith either an EE or
physics background and a working knowledge of multi-variable calculus.

Besidesbeingwritten for a differentaudience,RobotVisionhasseveraldrawbackswith respect
to teachingundergraduatecomputerscientists.First, thereis little discussionof thealgorithmsor
data structuresnecessaryto implement the basic tools of computervision. Horn derives or
providesthe equations,as in Chapter8 wherehe coversedgesand edgefinding, but doesnot
discussimplementationissues.For undergraduateswho are in the processof learninghow to
convert equations into code, this presents a daunting first step.

Second,manyof the equationsarepresentedin continuousform only. While this is appropriate
for characterizingthe physicalworld, the book doesnot makea strongconnectionbetweenthe
discretedigital imageandthe continuousworld. This addsto students'difficulties in translating
equationsinto code and requiresthe instructor to repeatedlymake the connectionbetween
continuous and discrete representations.

As a resultof theproblemswith audience,methodology,andage,this book is not a goodchoice
for an undergraduatecomputervision course,particularly one aimed at CS majors. This is
especially true with the appearance of a the new generation of comprehensive texts.

4.2 Computer and Robot Vision, R. Haralick, and L. Shapiro, Addison-Wesley, 1992.
Before moving to the newertexts, it is still worth consideringComputerand RobotVision by
HaralickandShapiro.This two-volumebook is an in-depthexaminationof the fundamentalsof
computervision. Its coverageof computervision is broad,althoughtheageof thetext meansthe
instructor needs to fill in some topics and the past few years of developments.

Thefirst volumeof this pair presentsbinaryand2D vision. Topicscoveredincludethresholding
andbinaryalgorithms,regionanalysis,statisticalpatternrecognition,mathematicalmorphology,
filtering, noiseremoval,edgeandline finding, the facetmodel,2-D textureanalysis,greyscale
segmentation,andarcextraction.Thesecondvolumecovers3D vision andincludesillumination
and physics-basedvision, perspectivegeometry, photogrammetry,motion analysis, image
registration,3D labeling, shaperepresentation,and knowledge-basedvision. The amount of
information providedon eachtopic makesthe two-volumeset appropriatefor a two-semester
course.

Some of the topics an instructor may wish to augmentwith other readingsinclude object
recognition,motion analysis,and stereo.Thesetopics, in particular, have expandedin new
directionssince1990.Objectrecognition,for example,which is coveredin chapter18, is limited
to a few specific representationsand model-matchingmethods.Advancesin appearance-based
and model-basedobject recognition,in particular,will needto be addedto a comprehensive
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graduate course.

Theapproachtakenin ComputerandRobotVision is rigorouslymathematical,althoughthe two
volumesdo presentnumerousalgorithmsand discussimplementationissuesand performance.
Anyone using this book would be well-servedby both a linear algebraand a modernalgebra
course.For mathematicallyunsophisticatedstudents,however,this book would posea major
stumblingblock simply becauseof the quantityof equations.An undergraduateCS major, for
example,would be quickly overwhelmedandthe text would becomea hindranceratherthanan
educationalaid. Furthermore,Computerand RobotVision hasan extensivebibliographyat the
end of eachsectionand refers to it heavily. For a graduatestudentwho is usedto accessing
technical literature this is quite appropriate.For an undergraduatewho is learning computer
vision for the first time, however,askingthem to seekout, read,and understandthe primary
literature at this scale is inappropriate.

This combinationof coverage,audience,and approachmakesComputerand RobotVision an
appropriatechoice for a two-semestergraduateseminar.For a one-semesterundergraduate
coursefor computerscientists,however,thevolumespresenttoo muchinformationat too high a
level.

4.3 Machine Vision, by R. Jain, R. Kasturi, and B. G. Schunck, McGraw-Hill, 1995.

In contrastto ComputerandRobotVision, thescopeanddetailof thematerialin MachineVision
is appropriatefor undergraduates.MachineVision’s coverageis broad,however,it is not asin-
depth or mathematically rigorous as Computer and Robot Vision. In addition to binary
operations,filtering, edgeand line finding, and segmentation,the book also coversmotion,
objectrecognition,objectrepresentation,stereo,calibration,texture,andshading.In all of these
areas,theauthorshavemadeaneffort to presentmaterialthat is fundamentalto computervision
andnot specific to a particularapproachor schoolof thought.Becauseof this, the text should
continue to be useful for some time.

The approachtakenis biasedtowardsan EE view of the material,but the authorsdo presenta
numberof the basicvision tools--e.g.2D operators,edge-finding,andstereo--inan algorithmic
or proceduralmannerin additionto the mathematicalpresentation.The text alsoprovidessome
explicit transitionsfrom continuousmathematicsto the discreterepresentationsnecessaryfor
working with images. Thus, while the text is more appropriatefor engineers,it is not
unapproachable by computer scientists.

For CS majors,however,the book is not without its difficulties. The presentationof filters in
Chapter4, for example,is gearedmoretowardsasophomoreelectricalengineerthanaCSmajor.
In this author'sexperience,EE majorsusingthis bookhaveno troublegraspingit, while theCS
majorstendto understandtheconceptsonly afterseeingthempresentedalgorithmicallyin class
or aspartof anassignment.Also, thepresentationof stereoandcalibration,which is dividedinto
two disjoint chapters,is not coherentor well-organized.To follow the completestereoprocess
describedin the book--calibration,imaging, registration--requiresflipping betweenchapters
which appear to have been written by different authors.

Theotherdifficulty with MachineVisionasanundergraduatetext is, in this author'sopinion,that
it is biasedtowardsindustrialapplicationsof computervision usinggreyscaleor binary images.
The chapterson optics,shading,and color constitutelessthan 40 pagesof the 550 pagetext.
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Color, however, is central to a number of areasof computervision: segmentation,object
recognition,vision in human-computerinterfaces,andvision applicationsin computergraphics.
The latter two topics are also good motivating applicationsfor CS majors becausethey are
connected to mainstream computer science.

This observation is relevant becauseone of the most important issues when teaching
undergraduatesis motivation; they need to see some desirableend-result for their labors.
Greyscalepicturesof unrecognizableassembly-lineparts,while perhapshavingnice properties
for processing,do not encourageundergraduatesto studyvision. Thus,the shortshrift given to
color in MachineVision is a hole in the text's coverage.Unfortunately,this criticism can be
leveledat all of theothertextsaswell. ThethreetextsA GuidedTour of ComputerVision, Robot
Vision, and Computerand RobotVision all containa minimal color component.In the other
texts,color computervision is treatedasa specialcaseandgivenjust a chapteror two. Theonly
text that beginsto breakaway from this approachis ImageProcessing,Analysis,& Machine
Vision, wherethe authorshaveincludedextensionsfrom greyscaleto color imagesin several
chapters.

Thus, given that a weak color componentis commonto all of the texts, for a one-semester
undergraduatecourseMachineVision is a reasonablechoice,particularlyfor studentswith anEE
background.

4.4 M. Sonka, V. Hlavac, and R. Boyle, Image Processing, Analysis, and Machine Vision,

2nd ed., PWS Publishers, to appear 1998.

This textbook,which shouldbeavailablein 1998,fits in betweenMachineVisionandComputer
and Robot Vision. In its breadthit coversmore topics than any other computervision text
consideredin this paper.Furthermore,its depthin sometopicsapproachesthatof Computerand
RobotVision, but with an algorithmicandconceptualfocusratherthana rigorousmathematical
one.Like manyothertexts,ImageProcessing,Analysis,& MachineVisionbeginswith filtering,
edge-finding,segmentation,and2-D shaperepresentation.At this point, however,the text looks
at variousapproachesto objectrecognition,includingartificial neuralnetworks,graphmatching,
andfuzzy logic. Oneof thestrengthsof this bookis that it providesenoughbackgroundon these
topics for studentsto follow, althoughhaving an artificial intelligencecourseas prerequisite
would improve students’ability to focus on the computervision applicationsrather than the
tools.

After objectrecognition,ImageProcessing,Analysis,& MachineVisionmoveson to 3D vision
including chapterson image understanding,3D vision (calibration,stereo,and physics-based
vision), andmotion analysis.The book doesnot follow the sameorderasothertexts,however,
andlater chaptersalsoincludemathematicalmorphology,linear discretetransforms,andimage
compression.This is actually convenientfor an undergraduateinstructor,becausetheselater
chapterscontainmuchof thematerialthat is challengingfor CSmajors.Their placementlater in
the book, and the resulting implication that previous chaptersdo not dependon them for
understanding,meansan instructorcan more easily pick and choosewhich of thesetopics to
cover.

The real strengthof ImageProcessing,Analysis,& MachineVision is its comprehensive,in-
depthcoverageof computervision. The material is well-written and, while the mathematical
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formulationof methodsis still thefocusof thenarrative,thetext includesalgorithmsfor manyof
the methods it covers. The text also seemsto contain more example images and image
comparisonsthan other texts, making it easier to obtain an intuitive understandingof the
material.Its approachrelieson a mixtureof EE andCSconcepts,andthereis evena chapteron
datastructuresfor imageanalysis.Thus,with intelligent topic selectionandadequateinstruction
this text is not inappropriate for CS majors.

The book is written at a higher level than Machine Vision, however,and instructorsshould
carefully considertheir prerequisitesfor a computervision coursebefore selectingthis text.
Basedon its level and breadth,ImageProcessing,Analysis,& MachineVision will be more
accessibleto studentswho havealreadyhadanartificial intelligencecoursethat introducesthem
to artificial neuralnetworks,search,andfuzzy logic. Studentswithout this backgroundcouldbe
overwhelmedwith a rangeof newconceptsthat,while theyareusefulin computervision,arenot
specific to the field.

Onefinal issuewith ImageProcessing,Analysis,& MachineVision is that the coverage,while
broad,is uneven.Looking at therelativedepthwith which topicsarecovered,oneis left with the
perceptionthat the personalresearchtopicsof the authorsreceivesignificantly moreemphasis.
For example,chapter9 is a monolithic chapteron 3D vision that includesstereo,calibration,
shape-from-shading,reflectancemodels,photometricstereo,and range-imaging.In all of the
other texts these topics are divided into 2-3 separate chapters.

A seconddeparturefrom other textbooksis that somemethodsthat receivecentralcoveragein
othersare de-emphasized,not mentioned,or placedin different contextsin ImageProcessing,
Analysis,& MachineVision. For example,the Hough transformis coveredin the chapteron
segmentationratherthanwithin thechaptercoveringedgeandline-finding.While line-finding is
presentedasanapplicationof theHoughtransform,this presentationcomesaftertheline-finding
chapterandin themiddleof a discussionof segmentation.Theseissuesarenot a majordrawback
to the text, but an instructor should be awareof them and should structurethe lecturesand
reading assignments appropriately.

Overall,ImageProcessing,Analysis,& MachineVision is a goodcompromisebetweenMachine
Vision by Jain,Kasturi, andSchunckandComputerand RobotVision by Haralick & Shapiro.
Throughstrategicselectionof chapters,it canbe appropriatefor eithera seniorlevel CS or EE
undergraduate computer vision course, or an advanced graduate level course.

4.5 Machine Vision: Theory, Algorithms, Practicalities, by E. R. Davies, Academic Press,

1997.

Davies' Machine Vision is an interestingcontrastto Machine Vision by Jain, Kasturi, and
SchunckandImageProcessing,Analysis,& MachineVision. Wheretheprevioustextshavetried
to give broadcoverageof computervision andprovidethefundamentalsin mostof its subfields,
Davies'text focuseson robust,general-purposetools andalgorithms.Topics like color, stereo,
objectrecognition,andmodel-basedvision areeithermentionedin passingor left out altogether.
Thus, its coverage is more limited than the other texts reviewed herein.

Thetopicsthatarecoveredby Davies'MachineVision, however,arecoveredin gooddetail in an
accessiblemanner.Theapproachis fundamentallyalgorithmic,with mathematicsusedasa tool
to supplementthe conceptualpresentation.Becauseof this, the audiencefor this text is fairly
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broad,andincludesstudentswith both computerscienceandEE backgrounds.Certainsections
of the book, for examplethe sectiondetailing the Fourier transform,are includedas chapter
appendices and are not required in order to understand the rest of the chapter.

Davies'bookis alsotheonly oneof thefive textsto includea full chapteron theuseof artificial
neuralnetworks[ANN] in vision tasks.Both ImageProcessing,Analysis,& MachineVisionand
Digital Image ProcessingpresentANNs, but as part of a larger chapter.Davies presentsan
overview of ANNs, and then discusses their use in both filtering and pattern recognition.

On a morespecificnote,chapter2 of this book is oneof the bestintroductionsto the practical
aspectsof computervision algorithmsthis author has seen.Chapter2 of Image Processing,
Analysis,& MachineVision is similar in nature,but focusesmoreon thedatastructures.Davies
toucheson manyof the issuesthat studentsstumbleacrossandhaveproblemswith during their
first vision course.For example,it walks the readerthroughthe reasonthey haveto usetwo
imagesin order to correctlyconvolvea Gaussianfilter with an image.If studentsreadnothing
elseof this book,readingchapter2 will helpthemavoidnumerousvisits to theinstructor’soffice
with questions about why their assignment won't work.

Overall, if the focusof your courseis on industrialvision applications,Davies'MachineVision
would beanexcellentchoicefor a textbook.If, however,your focusis moreon human-computer
interfaces,robotics,navigation,or computergraphicsapplications,usingthis text would require
you to provide a significant amount of other reading.

4.6 A Guided Tour of Computer Vision, by Vishvjit S. Nalwa, Addison Wesley, 1993.

Nalwa's text differentiates itself from the other four by not concerning itself with
implementationdetails.Thefocusof this book is on thegeometricalandconceptualfoundations
of computervision.Like Davies,Nalwais concernedaboutandsuspectof therobustnessof most
vision algorithms.WhereDavies'solution is to focus on techniquesthat havebeenshownto
work in industrial applications, Nalwa takes the opposite approachand focuses on the
fundamental concepts underlying the various sub-fields.

The coverageof A GuidedTour of ComputerVision is fairly broad,andtoucheson mostof the
standardtopics, as shown in Table 1. Like Davies,however,Nalwa steersaway from object
recognitionasbeingtoo contextdependent.Unlike Davies,thetext doescoverthefundamentals
of object representation.

BecauseNalwa doesnot focuson implementationdetails,his text doesnot, andprobablywill
not, suffer asmuchfrom ageassomeof the others.His focuson the conceptsmakesthe book
approachableto undergraduatesof all backgrounds,so long as they havea basicmathematical
dexterity.However,becauseof the lack of implementationdetailsan instructorusingthis book
would haveto supplementthetext with otherreadingsin orderfor studentsto undertakepractical
assignments.With supplementarymaterials, this text would be appropriatefor a general
undergraduate computer vision course.



Page 13

Y - covered in detail as a chapter or a significant part of one

N - not covered

S - covered somewhat, but not in detail

* - strong or unique coverage of the topic

Table 1: Textbook Content Comparison

Topic Horn
Haralick

&
Shapiro

Sonka,
Hlavac,
& Boyle

Jain,
Kasturi,

&
Schunck

Davies Nalwa

Filtering Y Y* Y Y Y N

Image Transforms Y S Y* Y Y Y

Binary Image Processing Y Y* Y Y Y N

Edges & Lines Y Y Y Y Y Y

Segmentation (thresholding) Y Y Y Y Y S

Segmentation (color, physics-based) N N S S N N

Feature Detection Y Y Y Y Y* S

Optics Y Y Y Y Y Y

Calibration Y Y Y Y Y S

Stereo Y Y Y Y S Y

Motion Y Y Y Y Y Y

Texture Y Y Y Y Y Y

Color & Color Spaces S N Y Y N N

Shading Y Y Y Y N Y

Biological System N N N N N Y*

Biologically Motivated Vision N N Y* N Y* N

Shape Representation Y Y Y Y N Y

Object Recognition Y Y Y Y N N

Line-Drawing Interpretation S Y* S N N Y*

Image Compression N N Y* N N N

Image Restoration N N Y* N N N
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approachto presentingthematerial,like MachineVision: Theory,Algorithms,Practicalities, but
also needsto emphasizeapplicationssuch as object recognition, vision as part of human-
computerinterfaces,imagedatabases,andcomputergraphics.Thesetopicsaremorecloselytied
to the field of computer science and the opportunities available to CS graduates.

In conclusion,we mustrealizethatwe tendto teachaswe havebeentaught.While this maybe
appropriatefor studentswho havebeentaughtlike us,we mustrecognizeour audienceandtailor
our styles and material appropriately.CS majors possesscertain types of knowledge and
abilities.We, aseducators,canusetheir existingknowledgeto moreeasilypasson theconcepts
and ideas of computer vision.
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